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Abstract

As a microblogging service, Twitter is playing a more and
more important role in our life. Users follow various ac-
counts, such as friends or celebrities, to get the most recent
information. However, as one follows more and more people,
he/she may be overwhelmed by the huge amount of status up-
dates. Twitter messages are only displayed by time recency,
which means if one cannot read all messages, he/she may
miss some important or interesting tweets.
In this paper, we propose to re-rank tweets in user’s time-
line, by constructing a user profile based on user’s previous
tweets and measuring the relevance between a tweet and user
interest. The user interest profile is represented as concepts
from Wikipedia, which is quite a large and inter-linked online
knowledge base. We make use of Explicit Semantic Analysis
algorithm to extract related concepts from tweets, and then
expand user’s profile by random walk on Wikipedia concept
graph, utilizing the inter-links between Wikipedia articles.
Our experiments show that our model is effective and effi-
cient to recommend tweets to users.

Introduction
Nowadays, social networks, such as Facebook and Twitter,
are becoming part of life. Since the launch in July 2006,
Twitter has gained much success in past few years, with over
140 million active users as of 2012. As a microblogging ser-
vice, Twitter allows user to post short messages (known as
tweets), up to 140 characters long, to update public time-
line of oneself. A user can get recently updated tweets from
people who he/she is following, in the form of timeline af-
ter logging in. Generally, users would like to follow people
who share common interests. Those who follow a user are
commonly referred as followers and those whom a user fol-
lows are called followees. One can post tweets from website
interface, mobile phone, email, or instance message. Users
make use of Twitter to get news articles, read friends’ up-
dates, and even chat with each other. As stated in Twitter’s
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blog, more than 340 millions of tweets are created per day
by March 2012 1. However, one may face too many sta-
tus updates from his/her followees. Although Twitter intro-
duced hashtags to label tweets, large portion of tweets are
posted without hashtags. Currently there is no effective way
to filter and rank relevant tweets for each user. Effectively
selecting information from large amount of tweets becomes
a challenge.

Previous recommendation systems mainly focus on news
recommendation. They use user browser history informa-
tion and search query logs to build user profiles. These ap-
proaches face the problem of availability of past user brows-
ing information or search log data. They also have the cold
start problem. We notice that in social network, especially
in Twitter, many users have created large amount of mes-
sages that imply their interest, which are precise and readily
available source to construct user interest profiles. In this pa-
per, we investigate a model to make use of this information
to build user profiles. Such a user profile can help to re-
organize a user’s timeline by relevance to the user interest.
We propose a model to map a tweet and a user to Wikipedia-
based concepts. Wikipedia is currently the world’s largest
knowledge resource, featuring more that three million arti-
cles. It is actively updated by tens of thousands volunteers.
Each Wikipedia article describes a single topic, with a suc-
cinct, well-formed title. In addition to text, Wikipedia also
has rich information about the relationships between differ-
ent articles, in the form of category pages, infoboxes, and
inter-links. After we have constructed Wikipedia-based rep-
resentation for user interests and tweets, we can measure the
relevance of each tweet and then rank all tweets by the user
interest.

The contributions of this paper are threefold. First, we
develop a general model to extract a user interest profile
given a tweet, based on Wikipedia concepts, and then ex-
pand user’s interest by random walk on the Wikipedia con-
cept graph. Second, we develop a model that can rank each
tweet by relevance to interest and affinity between users. Fi-
nally, we have conducted extensive experiments and the re-
sults demonstrate the effectiveness of our model and its su-
periority to an existing approach using term frequency and
inverse document frequency (TF-IDF), which is also em-

1http://blog.twitter.com/2012/03/twitter-turns-six.html



ployed in the state-of-the-art method presented in (Chen et
al. 2010).

This paper is organized as follows. In the next section, we
review some related work in user profiling, recommendation
system, and social network analysis. Then, we present our
framework in a section, followed by the experiment design
and result analysis. The last section gives our conclusions
and future work.

Related Work
User profiling and content recommendation system have
drawn attention of researchers for many years since the
emergence of the Internet. Many recommendation appli-
cations have emerged, including news, RSS feeds, social
network messages, etc. (Hill and Terveen 1996) considered
the problem of Usenet news messages filtering, by using the
frequency-of-mention. (Sugiyama, Hatano, and Yoshikawa
2004) constructed a user profile to filter search result using a
standard information retrieval system. (Billsus and Pazzani
1999; Schouten et al. 2010; Grčar, Mladenič, and Grobelnik
2005) focused on news recommendation, based on the user
profile extracted from user reading history. (Kim et al. 2010)
used a user profile to do personalized web search. (Tang et
al. 2010) built profiles for researchers, making use of vari-
ous information sources over the web.

All the profiling and recommendation systems need to
gather information about users. (Grčar, Mladenič, and Gro-
belnik 2005) constructed a user profile based on browsing
history. (Ahmad Wasfi 1999) introduced the idea of entropy
of a page being accessed to determine its interestingness.
(Latif et al. 2010) located the researcher information from
linked data, and constructed researcher profiles combining
information from several sources. (Geyer et al. 2008) used
self-descriptions in online user profiles, such as “Hobbies”,
to construct user the interest profile. (Abel et al. 2011b;
2011a) used Twitter messages to construct a user profile and
then recommend news based on that profile. They compared
performance using different user modeling strategies, such
as entity-based, topic-based profile, and also tried to extract
information from news mentioned in Twitter message to en-
rich the profile.

Our study focuses on extracting user interest information
from tweets. (Java et al. 2007) studied the usage of Twitter,
and showed that the main usage of Twitter is to talk about
daily activities and to seek or share information. (Naaman,
Boase, and Lai 2010) studied the types of tweets user posted
on Twitter. (Laniado and Mika 2010) explored the usage
of hashtags and proposed using hashtags to organize tweets
message. (Li et al. 2010) studied the problem of extracting
meaningful keywords form short and informal social mes-
sages. They defined six features and used four different su-
pervised machine learning algorithms, doing experiments on
Facebook data. (Hannon, Bennett, and Smyth 2010) col-
lected all the user’s tweets and used Lucene platform2 to
measure the similarity between a tweet and a user profile.
(Chen et al. 2010) is the most relevant research to ours.

2http://lucence.apache.org

They implemented several models, based on content infor-
mation as well as social information, to do the tweets recom-
mendation. We also make use of this information, however,
we develop a new model by considering such information to
construct a large ontology graph.

Over the past years, researchers proposed various mod-
els to represent user profiles. (Gauch et al. 2007) pro-
vided a good review on profile construction. (Ramanathan
and Kapoor 2009) created hierarchical user profiles us-
ing Wikipedia category information. (Nanas, Uren, and
De Roeck 2003) built a concept hierarchy representation
of a user profile. They tried to identify the most appropri-
ate terms to build the concept hierarchy, and used the span
of contiguous words to associate the concepts into a con-
nected graph. (Kim et al. 2010) also constructed a con-
cept network-based user profile, making use of Open Direc-
tory Project. (IJntema et al. 2010) compared different ap-
proaches to measure the similarity on ontology. (Ahn et al.
2007) studied the problem whether we should enable users
to modify their profiles by themselves. They claimed that
the ability to edit user profiles may harm the systems perfor-
mance.

Besides academic research, there are some start-up
companies that offer the service to filter and recom-
mend tweets, such as my6sense.com, MicroPlasz.com and
feedafever.com. Facebook also introduced the EdgeRank
algorithm to rank user’s status updates. However, none of
them disclose their algorithms, or their performance.

Model Description
In this section, we present a new model to build a user pro-
file by analyzing the tweets of the user, making use of a
Wikipedia concept graph. We begin with an overview of
our framework, and then describe each component in detail.

Motivation
We make use of the following observations:

• If the user A is following the user B and the user A has
lots of interactions with B, then A is interested in B’s
interests.

• If the user A is interested in the concept α, then A will
be interested in the concepts that are closely related to the
concept α.

The first observation is intuitive. People follow others to
get updated information (Java et al. 2007). We can measure
the interest score by considering the affinity between users.
The second observation considers the dynamic property of
user’s interests. For example, if someone is a big fan for
Apple, he/she may be interested in Apple’s new products,
even though the name of the new product has not been in
his/her previous interest profile. Wikipedia provides rich in-
formation about the relatedness of two concepts, and we will
take advantage of this to construct user’ profile.

Tweets Representation
To map a Twitter message to a set of concepts, we em-
ploy Explicit Semantic Analysis (ESA) model proposed in



(Gabrilovich and Markovitch 2007). ESA is currently an ef-
fective algorithm for computing the relatedness of texts. The
original use of ESA is to compute semantic relatedness be-
tween two text fragments. For any given text, ESA will find
a weighted Wikipedia concept vector to represent the text.

First we process each Wikipedia concept by represent-
ing it as a vector of words that are contained in the cor-
responding article page. The weight of each word is cal-
culated as term-frequency inverse-document-frequency (TF-
IDF) score, which is the strength of the relatedness between
the word and the corresponding concept. Next we represent
each tweet as a vector of words contained, also weighted as
TF-IDF score. Thus we can compute the related Wikipedia
concepts for a tweet by computing the similarity between
two vectors. To speed up the process, we build an inverted
index for Wikipedia, map each word into a list of Wikipedia
concepts and the associated weights.

Besides concepts related to a tweet, we also incorporate
the information about the users who are involved. This in-
clude users who post the tweet, and users who are mentioned
or replied to. We treat all users as equal weight.

Thus for each tweet t, we can use the following represen-
tation.

TC = {(ci, wi)}i, TU = {(uj , 1)}j (1)

where TC represents the relevant concepts, TU represents
the users involved. Each Wikipedia concept ci corresponds
the weight wi computed from ESA algorithm, while the rel-
evant users uj all have equal weight.

The reason that we include the involved users in one tweet
is as follows. Some topics may not be directly related to
one’s interests. However, as more and more friends talk
about it, this may draw one’s attention due to its popular-
ity. This is especially true for breaking news.

User Profile
A user profile consists of two separate parts, namely, a con-
cept vector representing user interested topics, and another
vector representing the affinity with other users.

To construct a interest concept vector, we first get all
tweets of the user and extract relevant concepts using ESA
algorithm. Then we add up all the concepts and correspond-
ing weights, resulting a large concept vector. We get user
interest concept vector after normalization. For each user,
we have

IC = {(ci, wi)}i (2)

where ci is one of Wikipedia concepts, and wi is the corre-
sponding weight respectively.

For the user affinity vector, we consider explicit interac-
tions between users. Besides the follower/followee informa-
tion, we measure the affinity between users by counting the
number of tweets that reply, retweet, or mention between
two users. We normalize the weight for each user. For each
user, we have

IU = {(uj , wj)}j (3)

where uj and wj represent a followee and the corresponding
weight.

Random Walk on Link Graph
To make use of the Wikipedia link graph, previous research
simply used the category information. However, according
to our observation, the category information is not that im-
portant for constructing user interest profile. For example,
if one is interested in “iPhone”, he/she may also be more
interested in other products from Apple, rather than various
mobile phones under the same category “Smartphones”.

Wikipedia articles have rich inter-link information, which
is a good indicator of relatedness. In order to get the related
concepts, we will run random walk on the Wikipedia graph.
The intuition behind using Markov random walk is as fol-
lows. If another concept is mentioned in Wikipedia, then
these two concepts have some kind of connections. For the
previous example, in the Wikipedia page of iPhone, there are
multiple links to the page of Steve Jobs. People interested in
iPhone mostly will be interested in tweets that mention Steve
Jobs as well.

We can regard all Wikipedia concepts as a link graph
G = (C,E), where C = {ci}ni=1 is the concept articles
in Wikipedia, and n is the total number of concepts. Let W
represent an n×nweight matrix, in whichwij is the number
of link counts between the concepts ci and cj .

We define the transition probability Pt+1|t(ck|cj) from
the concept cj to ck by normalizing the outlinks of the con-
cept cj , as in the following equation

Pt+1|t(ck|cj) = wjk/
∑
i

wji (4)

where i ranges all the concepts connecting to cj . The
one-step transition probabilities can be written as P =
[Pt+1|t(wk|wj)], of size n × n. And we can calculate P
as

P = D−1/2S,where D = diag(WWT ) (5)

Suppose we get an initial vector representation of user in-
terest as I = {(ci, wi)}i∈L, extracted from user’s tweets.
The initial vector v0 is a n-dimensional vector with values

p0(cj) =

{
wj , if j ∈ L
0, otherwise (6)

Given the teleport probability α ∈ [0, 1), we repeatedly
compute v = αPT v0 +(1−α)v0 until convergence. In our
experiments, we terminate the walk when the vector con-
verges with an L1 error of 0.001, and we restrict to 30 iter-
ations since it will generally give reasonable result. We also
set α = 0.15 according to previous experience.

Ranking Algorithm
The ranking score can be regarded as the relevance measure
between a specific tweet and the user interest profile. Since
the user profile and the tweet are all represented as a set
of weighted Wikipedia concepts and related users, we can
directly compute the similarity between these two vectors.

In our model, we use cosine similarity to compute the
score.

Score =
IC · TC
‖IC‖‖TC‖

· IU · TU
‖IU‖‖TU‖

(7)



where IC , IU is the user interest profile, and TC , TU is the
tweet vector representation. As seen in the above equation,
we incorporate both the content relevance and affinity be-
tween users.

Experiment
For our experiments, we have implemented the following
three models.

• WikiProfile-RW: This is our full model, which uses
Wikipedia concepts to model user interests, and random
walk to expand interest profile.

• WikiProfile: Our model without random walk.

• TFIDF: A method derived from term frequency and in-
verted document frequency (TF-IDF). This approach was
also investigated in the state-of-the-art algorithm pro-
posed in (Chen et al. 2010). It uses the TF-IDF weighting
with the words in user’s tweets.

For the TFIDF model, we randomly selected 10,000
tweets to compute inverse document frequency. We used
all user’s tweets and computed the TF-IDF vector as user
interest profile. To rank the similarity between a user and
a tweet, we compute the TF-IDF vector for the tweet and
employ cosine similarity.

Data Sets
Using Twitter’s API, we crawled over 20 thousands of users
and 6 million tweets. Twitter constrains that for each user,
we can only crawl his/her last 3200 tweets. However, this is
sufficient for our experiments. To generate the dataset, first
we randomly selected 200 users from the users we crawled.
Then we manually inspected the user according to the fol-
lowing criteria.

• Only users who posted English tweets are considered.

• Users should have posted at least 100 tweets. We want to
target relative active users.

• Contains at least 20 retweets or replies. We use this infor-
mation to measure the performance of various models.

• Should be personal account, not company or organization.
Since we mainly focus on user modeling, we will ignore
such accounts.

After we chose the set of users in the dataset, we selected
latest 1000 tweets from the user’s timeline. To reduce the
complexity, we only considered tweets posted by one’s fol-
lowees. However, our model can be applied to all public
tweets as well. The later case can be used to recommend
new accounts and tweets relevant to one’s interest.

Twitter provides several functions to response to each
tweet. One can reply a tweet, or retweet a tweet. Both
will create a new tweet in user’s own public timeline. Users
can also mark some tweets as favorites, to recognize awe-
some tweets or save it for reading later. Twitter provides
an API to get all these information. And in our experiments,
we regarded the favorite/retweeted/replied tweets as relevant
tweets. In case there were not enough relevant tweets, we in-
cluded some of user’s own tweets as relevant.
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Figure 1: The recommendation performance measured by
recall-at-k

For Wikipedia part, we downloaded the dump3 of Febru-
ary 11, 2012, which contains 5,877,913 pages in total. Af-
ter removing stop words and stemming, we imported all
the necessary tables into MySQL database, and built the re-
quired inverted index using Apache Lucene.

Evaluation Metrics
We computed three quality measures: recall-at-k, precision-
at-k, and average hit-rank. For a given user, we give a ranked
list of tweets by the similarity between tweets and the user
profile. Suppose the total number of relevant tweets is h
in the top-k items, out of the total number of interest items
nT (u) in test data set. Then the recall-at-k and precision-at-
k for u are

recall-at-k =
h

nT (u)
(8)

precision-at-k =
h

k
(9)

average hit-rank =
1

nT (u)
·

h∑
i=1

1

ranki
(10)

where ranki is the position of the true interest tweets in the
recommendation list.

Result Discussion
We varied k from 5 to 30, and collected the correspond-
ing measures. Figures 1-3 show the averages of recall-at-k,
precision-at-k and average hit-ranks.

We can see that our proposed model outperforms the
TFIDF model for precision-at-k and recall-at-k. For the
recall-at-k, we can see that our full model WikiProfile-RW
gives more correct predictions on small k, and then more
or less equal to the WikiProfile model. It means that we
can get more relevant recommendations. However, for the
precision-at-k, the WikiProfile model performs slightly bet-
ter compared with WikiProfile-RW. This may be due to the
fact that WikiProfile introduces more related concepts in
user interest profiles.

3http://dumps.wikimedia.org/
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Figure 2: The recommendation performance measured by
precision-at-k
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Figure 3: The recommendation performance measured by
average hit-rank

For the average hit-rank plot, WikiProfile-RW performs
the best, followed by WikiProfile. Both models outperform
the TFIDF model, showing the effectiveness of our model.

Our model is also very efficient. After building Wikipedia
inverted index and saving it to a database, the time to con-
struct Wikipedia concept representation for each tweet is
negligible. On a ordinary PC workstation, it can process
hundreds of tweets per second.

One may notice that the overall performance is not very
high. This is due to the constraints of the availability of
the information in the data set. In fact a user typically does
not label all the interested tweets as favorites or retweet
them. However, in our experiment we can only use the fa-
vorite/reply/retweet information.

Conclusions and Future Work
In this paper, we have proposed a new recommendation
model based on Wikipedia concepts and link structure. Us-
ing random walk on Wikipedia concept graph, we expand
user’s interest and improved the precision of recommenda-
tion. Our experiments with real-life data sets have demon-
strated the effectiveness in tweets recommendation.

Some future research directions are as follows. For the
Wikipedia part, we can further refine the set of concepts we
used to do modeling. Since a large portion of tweets con-

tain links to other web pages, we can also crawl the page
information to help the extraction of related concepts in a
tweet. To facilitate user reading, we can also give tags to
each tweet and group tweets in different categories, making
use of the Wikipedia-based representation. Meanwhile, the
fast speed of information diffusion on Twitter can be a great
tool for editor of Wikipedia to update/add pages. We believe
that combining the rich knowledge of Wikipedia and quick
information spread on Twitter will generate interesting and
useful applications.

Acknowledgments
We would like to thank Prof. Cheng Hong for helpful advice
and suggestions, and Dr. Bing Lidong for inspiring discus-
sion.

References
Abel, F.; Gao, Q.; Houben, G.-J.; and Tao, K. 2011a. An-
alyzing user modeling on twitter for personalized news rec-
ommendations. In Proceedings of the 19th international
conference on User modeling, adaption, and personaliza-
tion, UMAP’11, 1–12. Berlin, Heidelberg: Springer-Verlag.
Abel, F.; Gao, Q.; Houben, G.-J.; and Tao, K. 2011b. Se-
mantic enrichment of twitter posts for user profile construc-
tion on the social web. In Antoniou, G.; Grobelnik, M.;
Simperl, E. P. B.; Parsia, B.; Plexousakis, D.; Leenheer,
P. D.; and Pan, J. Z., eds., ESWC (2), volume 6644 of Lec-
ture Notes in Computer Science, 375–389. Springer.
Ahmad Wasfi, A. M. 1999. Collecting user access patterns
for building user profiles and collaborative filtering. In Pro-
ceedings of the 4th international conference on Intelligent
user interfaces, IUI ’99, 57–64. New York, NY, USA: ACM.
Ahn, J.-w.; Brusilovsky, P.; Grady, J.; He, D.; and Syn, S. Y.
2007. Open user profiles for adaptive news systems: help or
harm? In Proceedings of the 16th international conference
on World Wide Web, WWW ’07, 11–20. New York, NY,
USA: ACM.
Billsus, D., and Pazzani, M. J. 1999. A personal news agent
that talks, learns and explains. In Proceedings of the third
annual conference on Autonomous Agents, AGENTS ’99,
268–275. New York, NY, USA: ACM.
Chen, J.; Nairn, R.; Nelson, L.; Bernstein, M.; and Chi, E.
2010. Short and tweet: experiments on recommending con-
tent from information streams. In Proceedings of the 28th in-
ternational conference on Human factors in computing sys-
tems, CHI ’10, 1185–1194. New York, NY, USA: ACM.
Gabrilovich, E., and Markovitch, S. 2007. Computing se-
mantic relatedness using wikipedia-based explicit semantic
analysis. In Proceedings of the 20th international joint con-
ference on Artifical intelligence, IJCAI’07, 1606–1611. San
Francisco, CA, USA: Morgan Kaufmann Publishers Inc.
Gauch, S.; Speretta, M.; Chandramouli, A.; and Micarelli,
A. 2007. The adaptive web. In Brusilovsky, P.; Kobsa, A.;
and Nejdl, W., eds., The adaptive web. Berlin, Heidelberg:
Springer-Verlag. chapter User profiles for personalized in-
formation access, 54–89.



Geyer, W.; Dugan, C.; Millen, D. R.; Muller, M.; and
Freyne, J. 2008. Recommending topics for self-descriptions
in online user profiles. In Proceedings of the 2008 ACM con-
ference on Recommender systems, RecSys ’08, 59–66. New
York, NY, USA: ACM.
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